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Computing and Intelligence

• Do Machine Learning algorithms have a Soul?

• Could they understand every day’s reality as 
us Humans do?

• What the consequence of their Creativity?

• Can they help us to understand world better?



We are in the midst of an AI revolution

• Machine intelligence is progressing at an astounding rate

• Powered by Deep Learning algorithms that use huge amount 
of data to train complicated programs “Neural Networks”

• Can recognise faces and transcribe spoken sentences

• Can spot financial frauds

• Beat human in Go/Chess 

• Enable self-driving cars

• Provide cancer diagnosis





Human Intelligence vs Artificial
Intelligence

• Human Intelligence
• Intuition, common sense, 

judgment, creativity, beliefs etc.
• The ability to demonstrate their 

intelligence by communicating 
effectively.

• Plausible reasoning and critical 
thinking.

• Humans are fallible.
• They have limited knowledge 

bases.
• Information processing of serial 

nature proceed very slowly in the 
brain as compared to computers.

• Humans are unable to retain 
large amounts of data in memory.

• Artificial Intelligence
• Ability to simulate human 

behaviour and cognitive 
processes.

• Capture and preserve human 
expertise.

• Fast response. The ability to 
comprehend large about of 
data quickly.

• No “common sense”.
• Can not readily deal with 

“mixed” knowledge.
• May have high development 

cost.
• Raise legal and ethical 

concerns.



Saving Jaguars (VR, Gaming, GPUs and AI)



Emerging Technologies: 
the Hyper Cycle

Trough of Disillusionment

● 3D Sensing Cameras

Peak of Inflated Expectations

● 5G
● AI PaaS
● Edge Analytics

Innovation Trigger

● Emotion AI
● Adaptive ML
● Light Cargo Delivery Drones
● BioTech



Human Values in Software 
Engineering

• More diverse values and ethics 
need to be operationalised via 
Software Engineering
• Not just security, safety & privacy

• Need inclusion, diversity, 
responsibility, transparency, well-
being, fairness, respect…

• XAI helps understanding and 
operationalising values in AI 
systems and improves trust

Mougouei et. al (2019), Operationalizing Human Values in Software: a 
Research Roadmap, FSE
Whittle et. al (2019), A Case for Human Values in Software Engineering, 
IEEE Software



Issues Impacting Trust in AI 
Systems

Bias in AI

● Amazon AI Recruiting tool
● Facial Recognition and skin colour
● Facebook Targeted Adverts
● US Healthcare Allocation
● Giggle



Visibility of Choice

Building Trust

● Why is AI biased?
● How do we evaluate bias?
● How do we illuminate bias?
● Can we avoid bias?

Data Integrity? 



An Introduction to eXplainable AI



The Good, the Bad, and the Ugly

The Good: Artificial Intelligence (AI) technology can do amazing things 
in a wide range of domains (medicine, transport, robotics, games, etc.)

The Bad: These AIs are more and more built on technologies such as Machine 
Learning that are opaque, “black boxes”, and we generally can’t understand how 
or why the AI made the classification/decision/action that it did.

The Ugly: Stakeholders reject or distrust the AI (under-use), or blindly believe in the 
output of the AI without considering the consequences (over-reliance) (Pynadath 2018)



What is an Explanation?

● An answer to a question?
● A story?
● A conversation?
● A lecture?
● A report?
● A graph / chart / visualization?

Explaining a game to new players (Photo credit: Paris Buttfield-Addison)



What is an Explanation?

Properties of an Explanation (Miller 2019)

○ contrastive
■ i.e. in response to some counterfactual information 

(e.g. in response to “why did X happen instead of 
Y?”)

○ selected
■ i.e. from a range of almost infinite causes, we select 

(in a biased way) the most useful

○ refer to causes, not probabilities
○ social

■ i.e. presented as part of a conversation or 
interaction, in the context of the beliefs of explainer 
and explained



What is an Explanation?

Characteristics of an Explanation
(Sridharan and Meadows 2019)
○ representation abstraction

■ i.e. detail level of knowledge representation
■ e.g. “things in the room” vs “cups and books” vs “cup 

handle and cup base”

○ communication specificity
■ i.e. selecting what spectrum of information to convey
■ e.g. describe the objects in the room, vs describe 

objects, current status of robot, the goal, etc.

○ communication verbosity
■ i.e. how comprehensive the information is
■ e.g. “there was a child on the road” vs “there were 5 

objects in front of the car, 4 cars and a child”



So What is XAI?

“Given an audience, an 
explainable Artificial Intelligence 
is one that produces details or 
reasons to make its functioning 
clear or easy to understand.” 

- (Arrieta et al. 2020)

Why did you do 
that?

Why not 
something else?

When do you 
succeed?

When do you 
fail?

When can I 
trust you?

How do I correct 
an error?

(Gunning 2017)



So What is XAI?

“Why not build 
barracks?”
“Because it is more 
desirable to do action 
build_supply_depot to 
have more supply 
depots as the goal is to 
have more destroyed 
units and destroyed 
buildings”.
(Madumal et al. 2019)

(Wang et al. 2019)
(Iyer et al. 2018)

(Gunning 2017) (Ehsan et al. 2019) (Lyu et al. 2019)



The Focus has Shifted



The Focus has Shifted

● Google “What-If” tool:
○ https://pair-code.github.io/what-if-tool/
○ Compare models
○ Visualize the importance of each feature value on each prediction
○ For any datapoint, find the most similar datapoint of a different classification
○ Compatible with TensorBoard, Jupyter, and Colab notebooks

● Microsoft Interpretability Framework:
○ https://docs.microsoft.com/en-us/azure/machine-learning/how-to-machine-learning-interpretability

○ “empowers executives to understand "when deployed" how the model is working and how its decisions are 
treating and impacting people in real life.”

● IBM AI Fairness 360:
○ https://developer.ibm.com/open/projects/ai-fairness-360/

○ “enables developers to use state-of-the-art algorithms to regularly check for unwanted biases from entering 
their machine learning pipeline and to mitigate any biases that are discovered.”

https://pair-code.github.io/what-if-tool/
https://docs.microsoft.com/en-us/azure/machine-learning/how-to-machine-learning-interpretability
https://developer.ibm.com/open/projects/ai-fairness-360/


Why XAI?

● Stepping stone in the pursuit of 
“Artificial General Intelligence” 
(Goertzel 2007)

○ A truly intelligent machine should be able 
to rationalize and explain its actions and 
decisions

● Debugging and Elimination of Bias
○ If our AI is making strange decisions, XAI 

visualizations may make mistakes obvious 
(e.g. incorrectly labelled training data, lack 
of diverse examples, unintended focus on 
specific features, etc.)

● Human-in-the-loop 

https://twitter.com/Chicken3gg/status/1274314622447820801

https://twitter.com/Chicken3gg/status/1274314622447820801


Why XAI?

● Trust and Safety
○ Autonomous vehicles and robotics (Araiza-Illan 2019)

■ Why a robot took the action it did
■ What factors it considered
■ Trusting that the robot is indeed making intelligent 

and safe decisions
○ Building a rapport with the robot

■ Can make working with it more efficient  
○ Diagnosing problems causing an incident

■ Query why it took certain actions
■ Prevent further incidents
■ Accountability
■ Insurance or legal claims 

● Car at fault? Fault in the decision making?
● Third party at fault?



Why XAI?

● Decision Making and Discovery of New 
Policies

○ Identify new strategies or policies 
■ E.g. hide-and-seek where agents learned strategies to 

exploit the physics system of the game to overcome walls 
that were not supposed to be passed (Baker et al. 2019)

○ Extracting how these strategies were learned, or 
under what circumstances these strategies were 
learned could result in useful new knowledge for 
decision making or optimisation. 

“[…] people and computers can both play chess, it is far from 
clear whether they do it the same way” - Zhuang (2017)

Multi-Agent Hide and Seek (from Baker et al. 2019)
https://www.youtube.com/watch?v=kopoLzvh5jY

https://www.youtube.com/watch?v=kopoLzvh5jY


Challenges in the XAI Space

● Creating model-agnostic approaches
● Defining an explanation
● Generating human-readable explanations

○ Plus interfaces/language for querying an AI

● Tailoring output based upon level of human 
knowledge (domain experts vs lay people)

● Scalability of solutions
● Measuring the effectiveness of explanations?
● Explanations of temporal AI systems (i.e. Deep 

Reinforcement Learning)
○ E.g. explanations over a set of actions in sequence, or 

actions that only have an interesting effect after a 
delay



Stages of AI Explainability

Adapted from Khaleghi (2019), used with permission

Pre-modelling 
Explainability

• Understand/describe data used 
to develop models

Explainable 
Modelling

• Develop inherently more 
explainable models

Post-modelling 
Explainability

• Extract explanations to describe 
pre-developed models



Saliency Maps - An Example of 
Visualization for XAI

• Highlight areas of 
the input image 
that were of 
importance to the 
outcome

(Iyer et al. 2018, p. 148)



Saliency Maps
Exercise 1



XAI by Default - Interactive AI 
and Generative Models



Interacting with AI - Generative Models



● As model is being 
trained.

● Provides understanding 
how the model evolves.

● Interactive control over 
model parameters.

● Visual Analytics tools to 
provide interactive 
feedback.

XAI & Generative Networks

Photo by Josue Isai Ramos Figueroa on Unsplash



Example - Gan Lab

● Shows how model evolves 
over time and how 
changing parameters 
impacts results.

● Simple User-Interface.
● Some prior knowledge 

needed.
● Great pedagogic tool.

Adapted from Kahng (2018), used with permission

XAI & Generative Networks



XAI & Generative Networks

● After model has been trained.
● XAI tools can provide control over the network 

in a human-understandable way.
● Attempts to segment into user understandable 

“objects”.
● Interactive control over model parameters.
● Visual Analytics tools to provide interactive 

feedback.



Example - GAN Dissection

● Allows user to mark up images, 
creating a mapping from object 
concepts to corresponding neural 
units.

● Simple User-Interface.
● No prior knowledge needed.
● Immediately useful for further 

model refinement, end-users and 
general model understanding 

Bau (2018), used with permission

XAI & Generative Networks



Unsupervised Feature Extraction

● There are many approaches to 

automatic representation 

disentanglement  (e.g. InfoGAN).

● Can return meaningful, controllable 

features to users.

Chen (2016), used with permission

Schrum (2020), used with permission



Interaction Design for Better Human-AI Collaboration

● When building User-Interfaces for AI systems, 
it is critical to keep the end-user in mind and 
preferably part of the UI design team.

● Well-designed, intuitive UIs that expose the 
features that the end-user expects leads to 
increased trust.

● It also allows the end-user to explore the 
systems capabilities and quickly understand 
what it can and cannot achieve.

Guérin (2017)

Su (2018)



Interactive Analytics Example
Exercise 2



Narrative solutions for XAI



"Ar"Arti"Artificial Intelligence is almost a humanities discipline. It's really an attempt to 
understand human intelligence and human cognition."

-Sebastian Thrun



What is storytelling? What is 
narrative?

• Storytelling is to tell a story.

• Story is a fuzzy term: it is an event, a 
moment, etc.

• A narrative is one way of telling or 
examining a story.

• How are structure, characters, 
techniques and events ordered and 
utilised?

• Another way to think of it is the terms 
“fabula” and “szujet”, which refer to 
the raw elements of the story and the 
order they are told in, respectively 
(Prince, 1995).

Image courtesy of Alfons Morales (2017) via unsplash.com



Story vs Narrative

Story:
Alan Turing’s life and legacy

• A vast series of 
moments

• Messy and linear

• Many “boring” bits.

• Cannot be told easily

• Involves people.

Narrative: 
Alan Turing: The movie

• Focuses on events

• Can skip through time

• Embellished and 
dramatic

• An imperfect solution 
to a difficult problem.

• Involves characters.

ALAN TURING:
FIRST ENIGMA

PT. II

ALAN TURING:
FIRST ENIGMA

PT. II

TURING TEST PICTURES | DIRECTED BY JOHN FILMMAKER | WRITTEN BY 
KATHRYN WORDSMITH | STARRING LISA THESPIAN & RODNEY MOTIVATION | 

MOSTLY BASED ON A TRUE STORY | PRODUCED BY MONEYBAGS BROS



Can we use narratives to tell an AI’s story?



Narrative structures

The Monomyth/Hero’s Journey

• Joseph Campbell's widely referenced 
structure (1949)

• Suggests all narratives follow one 
structure

• Criticized for being far too broad/not 
doing all it says it does



Narrative structures

Folktale Morphology

• Created by Vladamir Propp (1928/1968)

• Formulaically explains folktale structure

• Focused on characters being able to 
perform certain actions (e.g., a villain 
could attempt to spy on the kingdom, 
hurt a family member, etc.)

Propp, 1968, pp. 96-99)



Narrative structures

Rhetorical Structure Theory

• Conceived for computational linguistics 
(Taboada & Mann, 2006)

• Used more and more for narratives 
specifically (Nakasone & Ishizuka 2006; 
Gaeta et al., 2014).

• Views bodies of text as ‘units” with 
relations to one another (background, 
elaboration, causes, etcetera)

Narrative Visualisation Analytics Toolbox (Image courtesy of EPICentre and Defense Science 
and Technology)



Narrative structures

• A.

...And many more!



Narrative elements

• A beginning, a middle, an end…
• Events must be in some way temporally arranged 

to constitute a narrative.

• Characters
• The entities that drive the narrative. Referred to 

as “spheres of action” by Chatman (1978) due to 
being defined by their agency.

• Techniques/Modes
• The various smaller “parts” of a narrative.
• Includes decisions such as what tense to use and 

whether the narrator is speaking in first or third 
person

• Also includes techniques such as the use 
of metaphors, the use of flashbacks, dialogue, and 
more.

NBVT (Meghini et al, 2020) (Image courtesy of ISTI-CNR)



XAI Narratives for Human-In-The-Loop

• “We hypothesize that narrative explanation will be 
more easily understood by non-expert 
human operators of artificial intelligence since the 
human mind is tuned for narrative understanding.”
(Riedl, 2016, p. 2)



Why use narratives?

Explanation Narrative

Contrastive Exposition, action

Selected Flashforwards, flashbacks, ellipsis, amplification
Refer to causes, not probabilities Action, characters

Social Draws on cultural norms, symbolisms

Representation abstraction Metaphors, Personification, POV

Communication specificity Metaphors, Personification, POV

Communication verbosity Exposition, Tense, Pathos



Using Narratives

Think about the last time you had to explain 
something...

• Were there characters?

• A point of view?

• Were details omitted or embellished?

• Did you use metaphors or allegories to describe 
certain elements?

• Did you skip through time?

• Humans are natural storytellers. We've been 
reading – and telling – stories for most of our lives.

Image courtesy of Steffen Wienberg (2020), via unsplash.com



A Narrative is just a particular 
type of Explanation...



...but Uncertainty is More Important to AI 
than Explainability



Responding to User Queries

Think about the last time you had to explain 
something...

• Were there characters?

• A point of view?

• Were details omitted or embellished?

• Did you use metaphors or allegories to describe 
certain elements?

• Did you skip through time?

• Humans are natural storytellers. We've been 
reading – and telling – stories for most of our lives.

“Question Mark” by ranmilani is licensed under CC BY 2.0



Lessons from NarVis

• Narrative Visualisation (NarVis) is a burgeoning 
area of data communication.

• Like XAI, NarVis is data-driven, seeking to better 
communicate data.

• Could NarVis and XAI Narratives develop in 
tandem?

Narrative Visualisation Analytics Toolbox (Image courtesy of EPICentre and Defense Science and 
Technology)



Benefits of Narrative

• Can help build user's empathy

• Narrative vagueness oddly builds trust

• Bootstraps on pre-established models and 
concepts, so is useful for non-experts

• (Krause & Rucker, 2019)

Narrative Visualisation Analytics Toolbox (Image courtesy of EPICentre and Defense Science and 
Technology)



Dangers of Narrative

• Potential for misrepresentation

• Persuasiveness can be misused

• Imagery, concepts and metaphors may bring their 
own baggage

• (Krause & Rucker, 2019)

Narrative Visualisation Analytics Toolbox (Image courtesy of EPICentre and Defense Science and 
Technology)



Narrative workflow

Data collection

• XAI processes

• Collecting the AI's story

• Should they be logging their data in a 
certain way?

Data narrativisation

• How to order events

• Causality

• Who are the "actors" in this story? Or the 
key events?



Narrative workflow

Data abstraction/visualisation

• Assigning metaphor/symbolism

• Representation and curation

• What parts of the AI's story are better told 
through visualisation?

Narration/communication

• Modification for audience

• Temporal structure

• Has anything been lost in translation?



Wrap-Up



Challenges ahead

XAI

• When to use narratives

• What questions to answer

Narrative and Visualisation

• Avoiding bias

• Non-expert friendly

• Choosing techniques

• Harmonising with visualisation

NLP

• Quality and complexity Image courtesy of EPICentre
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