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By compressing the lookup table 
and utilizing the unified memory 
architecture of the embedded GPU 
system, our method speeds up to 
1.72 while reducing power 
consumption by 25%

System overview

• The optical lens system on the HMDs occurs 
radial distortion, and it requires a pre-
distortion process to correct it [1]

• In most current VR systems, it performs such 
pre-distortion computation on a separate 
PC (or laptop) due to the computational 
overhead and power consumption

• This is one of the obstacles to the 
popularization of VR and HMDs

• Lookup table-based lens distortion 
correction method [2]

• Parallel lens distortion algorithms on 
specialized hardware [3] or GPU [4]

• Recent edge devices and their architectural 
characteristics [5]

• We propose to use an embedded GPU 
system, whose performance has recently 
improved significantly

• We introduce a novel lens distortion 
algorithm fits to the embedded GPU system
• Using a compressed lookup table
➔ Decreasing memory transaction 

• Utilizing integrated memory architecture
➔ Optimizing communication between 

CPU and GPU
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• At the preprocessing step, it encodes the 
separated lookup for the x- and y-axis into a 
single table (compression)
• The encoding key is the image resolution

• At runtime, it requires only a memory 
transaction to see the lookup table
• Note that the lookup table-based lens 

distortion algorithm is a memory I/O-
bounded task

• Our approach replaces the memory access 
overhead with a computational one

• In our system, the input and output data are 
passed through the unified memory between 
the host (CPU) and device (GPU)
• Most embedded systems have an 

integrated host-device memory
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Lookup table compression method

• Our method achieved up to 1.72 times 
higher performance than the prior look-up 
table approach

• On embedded GPU systems, our compressed 
lookup table approach takes up to 24.86% 
less power than prior algorithms


