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1. Introduction 
A reconstruction of a human face shape from a single image is 

an important theme for criminal investigation such as recognition 
of suspected people from surveillance cameras with only a few 
frames. It is, however, still difficult to recover a face shape from a 
non-frontal face image. Method using shading cues on a face 
depends on the lighting circumstance and cannot be adapted to 
images in which shadows occurs, for example [Kemelmacher et al. 
2011]. On the other hand, [Blanz et al. 2004] reconstructed a 
shape by 3D Morphable Model (3DMM) only with facial feature 
points. This method, however, requires the pose-wise 
correspondences of vertices in the model to feature points of input 
image because a face contour cannot be seen when the facial 
direction is not the front. In this paper, we propose a method 
which can reconstruct a facial shape from a non-frontal face 
image only with a single general correspondence table. Our 
method searches for the correspondences of points on a facial 
contour in the iterative reconstruction process, and makes the 
reconstruction simple and stable. 

2. Deforming 3D face model 
We build the 3D face model for representing a shape. This 

model is the same as [Maejima et al. 2008]. For each person 
𝑗 ∈ (1, ⋯ 𝑀) , vertex position 𝐱 = (𝑥1, 𝑦1, 𝑧1, ⋯ , 𝑥𝑁, 𝑦𝑁, 𝑧𝑁)𝑇  is 
represented as Equation (1) by a Principal Component Analysis 
with model parameter (𝑝1, ⋯ , 𝑝𝑀−1) ∈ 𝒑: 

 
𝐱𝑗 = 𝒎 + ∑ 𝑝𝑖𝒃𝑖

𝑀−1

𝑖=1
 (1) 

where 𝒎 and 𝒃 are the average shape and eigenvector. To avoid 
the influence of noise in scanned data and over-fitting of the 
model, we compress the dimension from 𝑀 − 1 to 𝐷 (D < M − 1). 

After building the model, we solve a nonlinear optimization 
problem by minimizing the energy on Equation (2). We introduce  
Silhouette term 𝐸𝑠 in addition to Inner-Point term 𝐸𝑝and Facial-
Likelihood term 𝐸𝑙proposed in [Maejima et al. 2008]. 𝛼, 𝛽, and 𝛾 
decide contribution for each term on 𝐸. 

 𝐸(𝒑) = 𝛼𝐸𝑝(𝒑) + 𝛽𝐸𝑠(𝒑) − 𝛾𝐸𝑙(𝒑) (2) 

𝐸𝑝  is defined as the distance on the 2D image coordinates 
between facial feature points and corresponding model vertices 
except for those lying on a facial contour. 

 
𝐸𝑝(𝒑) =

1

𝑁
∑ ‖𝑾𝑖{𝑨𝑴𝑖(𝒑) − 𝒕𝑖}‖2

𝐷

𝑖=1
 (3) 

𝑴 and 𝒕 are the positions of vertices and feature points, and 𝑨 
indicates the affine matrix which is decided by a facial direction 
and scale of input image. 𝑾 deletes the influence of depth and 
vertices which have no relation to feature points. 

𝐸s  is defined as the distance on the 2D image coordinates 
between feature points and vertices lying on a facial contour. 
Moreover, in order to prevent a shape from becoming awkward, 
we add the energy when right and left reversed input image is 
used. The positions of  𝑴′′

, 𝒕′  and those of  𝑴 , 𝒕 are symmetrical  
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Figure 1: Reconstructed faces in our method (left)  

Figure 2: The correspondence on a contour (right) 

 

 

 

 

 

 
Figure 3: Error from grand truth 

about the central axis which is parallel to the Y axis. 𝑨′ indicates 

affine matrix decided by the revised image. 

 
𝐸𝑠(𝒑) =

1

𝑁
∑ {‖𝑾𝑖{𝑨𝑴𝑖(𝒑) − 𝒕𝑖}‖2

𝐷

𝑖=1
 

                                  +‖𝑾𝑖{𝑨′𝑴′𝑖(𝒑) − 𝒕′𝑖}‖2} 

(4) 

𝐸𝑙 is represented of Mixture of Gaussian 𝛹 which was learned 
by EM algorithm. We take the log of this distribution and set it as 
restriction to the deformation of 3D face model. 

 
𝐸𝑙(𝒑) = ∑ 𝑙𝑛(𝑃(𝑘)𝛹𝑘(𝒑|𝜇𝑘，𝛴𝑘))

𝐾

𝑖=1
 (5) 

𝛴  and 𝜇  are variance and mean of Gaussian, and 𝑃(k)  is the 
mixing coefficient.  

While calculating 𝐸, we search for the vertices corresponding 
to the feature points on a facial contour until the iteration of 
nonlinear optimization converges. Firstly, the model is rotate and 
scaled according to the input image. Secondly, the polygons 
which contain the 𝑦  value of a feature point are searched for. 
Finally, the polygon which is on the silhouette line of the model is 
found, and a vertex in outside the most is selected. 

3. Results and Future Work 
Our results are shown in Figure 1. In our method, 

reconstruction results from a frontal face become the same as 
[Maejima et al 2008]. Figure 3 shows error maps which represent 
the distance on 3D coordinate between our results and grand truth. 
To match the coordinate of the model and grand truth, we use 
Axis Aligned Bounding Box (AABB). The scale is adjusted by 
half the distance of a space diagonal line of AABB to 1, and the 
position is adjusted by the center. The results show that our 
method achieved to reconstruct the models from non-frontal face 
with small difference of error comparing with that of frontal faces. 
Our method shows significant improvement around cheek.  

Applying to arbitrary angles is the prime task in our future work. 
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