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Figure 1: Left: renderer output, ground truth image feed. Right: the output of our method: roughness, albedo, normal maps.

ABSTRACT
We present a method to infer physically-based material properties
for free-viewpoint video. Given a multi-camera image feed and
reconstructed geometry, our method infers material properties,
such as albedo, surface normal, metallic and roughness maps. We
use a physically based, differentiable renderer to generate candidate
images which are compared against the image feed. Our method
searches for material textures which minimise an image-space loss
metric between candidate renders and the ground truth image feed.
Our method produces results that approximate state of the art
reflectance capture, and produces texture maps that are compatible
with common real-time and offline shading models.
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1 INTRODUCTION
Capturing photorealistic, high quality performances of humans for
use in film and video games remains an active area of research in
computer graphics and computer vision. Whilst there have been
significant developments in reflectance capture for free-viewpoint
video [Guo et al. 2019], less work has been done to augment captures
under a single lighting condition, which is most commonly in use
for free-viewpoint video captures today.

Previous work in free-viewpoint video [Collet et al. 2015] cap-
tures geometry and a diffuse texture, but illumination is baked
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onto the surface of the capture, and the method struggles to re-
construct specular surfaces. Later work [Guo et al. 2019] improves
relightability by computing albedo, surface normal, shininess and
ambient occlusion maps, but requires a complex lighting setup pro-
ducing spherical gradients and careful synchronization between
lighting changes and the video feed. Our work assumes the same
106-camera set up as in [Collet et al. 2015], but improves on the
method, by separating the ’baked in’ diffuse texture into several
physically-based maps, allowing for improved relightability and
reproduction of view-dependent reflectance.

By framing the problem as an inverse-graphics optimisation
procedure: that is, minimising the image-space loss between can-
didate renders and a ground-truth image feed from the camera
array, we can optimise for the following material properties: albedo,
roughness, metalness and normals.

2 OUR METHOD
To allow our candidate renders to match the camera feed most
closely, we implemented a differentiable physically-based shading
model in PyTorch, which uses nvdiffrast [Laine et al. 2020] for fast,
differentiable rendering abstractions.

2.1 Lighting
We implement a GGX microfacet BRDF, described in [Karis 2013].
We can then accurately light our base geometry under a prefiltered
HDR environment map of the capture stage (seen in figure 2), and
the material texture variables. We found the need to inhibit strong
specular effects in cloth areas, so we multiply the specular term by
a weighting factor, which we set up as a variable texture map in
the optimisation procedure.

2.2 Image Loss
To ensure our candidate renders and camera feed line up in image
space, we use the same callibration procedure described in [Collet
et al. 2015]. We can then combine the camera extrinsics, such as
world space position and rotation with the camera intrinsics, such
as focal length to produce a pinhole projection matrix. We also
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Figure 2: The HDR environment map of the capture stage

Figure 3: Comparison in reconstructing higly specular ma-
terials. Left: our method. Right: Collet et al.

apply an inverse distortion function to the camera feed to correct
for barrel distortion introduced by the camera lens.

Since our rendered images are computed in a high dynamic range
colourspace, they need to be tone-mapped before comparison with
the camera feed. We apply a tone curve [Reinhard et al. 2002] on
the rendered image before computing the root-mean-square error
against the undistorted ground truth image.

2.3 Optimisation procedure
For each step in the optimisation procedure, we choose a camera
uniformly from the multi-camera array. We then render a candi-
date image using the camera parameters. We take advantage of
automatic differentiation offered by PyTorch to compute gradients
of the loss function with respect to our texture map variables. We

use Adam optimiser [Kingma and Ba 2014] to search the parameter
space for textures that minimize the image loss.

Texture variables are initialised to a resolution of 2048x2048. We
run the optimisation procedure for 2000 iterations over approxi-
mately 100 minutes on an NVIDIA A6000 GPU.

3 RESULTS
Our work shows a visible improvement over [Collet et al. 2015],
particularly for highly specular areas such as the jacket in figure 3.

Our method produces comparable textures to the method by
[Guo et al. 2019], but it does not require an alternating illumination
gradient at capture time.

3.1 Limitations
Unlike [Guo et al. 2019], our method does not consider ambient
occlusion or shadowing when calculating reflectance at a point
on the surface, and some lighting fluctuations can leak into the
albedo texture. Other view-dependent effects may also leak into
the albedo texture where there is poor coverage from the camera
array, and the optimisation problem is under-constrained under a
single lighting condition.

3.2 Future Work
We would like to address the limitations of our method with a
learned model and regularisation terms that can help infer plausible
texture maps, resolving ambiguities in the optimisation procedure.
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