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1 INTRODUCTION
Video content mainly conveys visual and audio information, but
it would be more immersive by adding haptic information. The
sense of presence when watching video could be enhanced through
tactile stimuli from haptic devices, enabling video content to provide
immersive experiences.

We developed a haptic perception system that can be used at
public sports viewing events. The live sports broadcast video is
displayed on a large screen in front of audiences, and haptic stimuli
that are synchronized with the video are supplied to the audiences
in real time. We targeted Judo content because it is a physical sport,
and haptic stimuli related to athletes’ bodilymotionswould improve
audiences’ sense of immersiveness.

Figure 1 shows an overview of our system. First, broadcast video
is analyzed and type and timing of haptic stimuli, which are related
to athletes’ motions are measured using the video-analysis module.
This module is key to enabling public viewing with haptic devices
because the devices have to be automatically actuated in real time
to synchronize with live broadcast content. The haptic devices,
which audiences have and sit in, are then automatically controlled
via wireless WiFi. Video analysis requires processing time, so the
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original video is delayed by about one second, and the haptic stimuli
and audio/visual information are synchronized.

We also developed two types of haptic devices, i.e., handheld
and chair. The handheld device mainly conveys the intensity of
athletes’ motions, and the chair device conveys the timing and
impact of a specific action event, such as throwing trick and ground
fighting. These devices contribute to a viewer understanding the
game situation and improving the sense of immersiveness during a
public viewing event.

We evaluated the performance of the video-analysis module of
our system, and the results indicate that it has sufficient accuracy
of action recognition. We demonstrated our system at an exhibition
event in June 2021, and plan to put it to practical use at a live sports
public viewing event in July 2021. To the best of our knowledge,
this live public viewing event will be the first attempt at using such
a system.

Figure 1: Overview of haptic perception system at public
viewing event.

2 DEVELOPED SYSTEM
2.1 Video-analysis module
The video-analysis module of our system measures the type and
timing of haptic stimuli from live Judo broadcast video in real
time. Athletes’ skeletons are inferred every frame from the video,
and 30 points of athlete’s joints are consequently tracked [Kristan
et al. 2020]. The intensity values of two athletes’ motions are then
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calculated from the average magnitude of their optical flows and
the distance of the two athletes. The handheld haptic device is
continuously actuated in accordance with the intensity values.

Specific actions in a Judo match, such as a throwing trick and
ground fighting, are also recognized with this module. Although a
convolutional neural network (CNN) is commonly used for image
recognition, it is difficult for a common two-dimensional CNN
to recognize actions from a single image because of the lack of
temporal information [Chen et al. 2020].

We developed an image representation called joint trajectory
image (JTI) containing temporal information. The processing flow
for creating a JTI is shown in Figure 2. First, the skeleton positions
of two athletes are inferred, as shown in the middle image. Next,
the skeleton positions are tracked in subsequent frames, and the
trajectories of the athlete’s 30 points of joints are created by con-
necting their optical flows. Temporal information is expressed by
decreasing the brightness of past optical flows, as shown in the
right image.

A CNN identifier is trained for classifying JTIs into four Judo
action events, i.e., stand-up fighting, ground fighting, throwing
trick, and others. The CNN identifier detects the action event from
a JTI, and the chair haptic device is actuated at that time.

Figure 2: Creation of joint trajectory image.

2.2 EXPERIMENT
We evaluated the accuracy and speed of the video-analysis module
of our system. The CNN identifier was trained from about 2,000
JTIs, which were created from videos of four different Judo matches
at the Rio de Janeiro Olympic Games. The f-measure of action
recognition [%] and its average processing speed [frames/second]
were calculated over about 1,000 images from other Judo matches
from the training set. We used three image representations, i.e., the
original image, skeleton image, and skeleton motion history (SMH)
image [Phyo et al. 2017], for comparison with a JTI . The results
are shown in Figure 3.

The JTI was the most accurate. The other images tended to miss
the specific action events because they do not contain temporal
information. The total frame rate with our system, which includes
the video-capture process, was faster than 15 frames/second, which
is fast enough for use at live public viewing events.

2.3 Haptic devices
Figure 4 shows that two haptic devices for a public viewing event.
The handheld device conveys the intensity of athletes’ motions, and
the chair device conveys the timing and impact of specific actions.
Both devices are automatically controlled in accordance with the
results of the video-analysis module via a wireless WiFi network.
The shapes and materials of the devices are designed to satisfy both

Figure 3: Average accuracy of Judo action detection.

high transmissibility of haptic stimuli and comfortability during
video content watching at public viewing events.

Figure 4: Handheld haptic device (left) and chair haptic de-
vice (right).

3 PRACTICAL USE
We demonstrated our haptic perception system in an exhibition
event in June 2021, and plan to put it to practical use at a live
sports public viewing event in July 2021. We estimate more than
100 people will experience our system during the event.

External participants and researchers have already experienced
the system. They enjoyed watching Judo video content with the
haptic devices and said that the system was very impressive be-
cause it was the first time for them to have haptic experiences
synchronized with video content. Many participants mentioned
that the system helped improve the feeling of immersiveness when
watching.
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